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Intervalence electron transfer reactions were studied computationally by means of density functional theory
and constrained density functional theory (CDFT). Two ferrocene moieties, connected via various bridge
structures, were used as model mixed-valence compounds in the computational investigation. Features of the
frontier orbitals were analyzed to offer a qualitative account of the intervalence characteristics of the model
complexes. The effective electronic coupling between the donor and acceptor sites was calculated using
the CDFT method, which provided a quantitative measure of the intervalence electronic communication. The
relationship between the bridge linkage and the effectiveness of intervalence transfer was discussed on the
basis of the theoretical results and compared to experimental data available in the literature.

Introduction

There are continuous interests in molecular mixed-valence
systems due to the effective electronic communication between
different sites of the compounds and the resulting unique
optoelectronic properties upon photoexcitation.1-10 In many
situations a mixed-valence system consists of a donor, an
acceptor, and a bridge unit that connects them. The donor and
acceptor sites typically contain a transition metal center that is
surrounded by organic ligands. Depending on the nature of the
chemical bridge, the optical transitions of the mixed-valence
system may exhibit a characteristic metal-to-metal charge-
transfer (MMCT) band. Traditionally, mixed-valence systems
are classified by the degree of charge delocalization or the extent
of interactions (R) between the donor and acceptor sites.
According to the criteria proposed by Robin and Day,11 there
are three types of mixed-valence compounds: class I compounds
that exhibit little or no interaction (R ≈ 0), class III compounds
with extensive charge delocalization (R ) 0.707), and class II
compounds that fall into the intermediate range (0 < R < 0.707).
The intervalence electron transfer process in class II and III
complexes is often ultrafast, which promotes effective electronic
communication and charge delocalization between different
molecular moieties within the overall mixed-valence complex.
The relatively strong electronic coupling between the donor and
acceptor states is primarily determined by two contributing
factors: (i) direct overlap of the orbitals of the two metal centers
(i.e., through-space interactions) and (ii) metal-ligand-metal
overlap that may involve σ or π metal-ligand bonds (i.e.,
through-bond interactions). When the metal centers are separated
by a sufficiently long distance, the contribution from the first
factor will be minimal, whereas the second contribution becomes

predominant, which may be readily varied by the specific ligand
structure and metal-ligand bonding interactions.

Extensive work has been carried out on the synthesis and
characterization of various donor-bridge-acceptor mixed-
valence systems, particularly with two or more identical
molecular moieties (the donor as well as the acceptor) that are
linked by a conjugated organic bridge8-10,12-24 or bound onto
metal surfaces by virtue of metal-ligand π bonds.25,26 When
the bridge contains sp3 carbons, the electronic communication
diminishes drastically.27 Furthermore, as has been predicted by
McConnell’s superexchange model and also observed experi-
mentally, the effective electronic coupling between the donor
and acceptor sites decreases significantly with increasing length
of the bridge unit (quantum perturbation theory predicts that
the electronic coupling drops exponentially versus the length
of the bridge).

In the present study, we carry out a systematic computational
study to examine the bridge-assisted intervalence transfer
processes for various ferrocene-bridge-ferrocene model sys-
tems. The purpose of our work is to investigate the relationship
between the property of the bridge linkage and the effective
electronic coupling of the overall system. In the next section
we will first describe briefly the models and the computational
methods employed in our work. Then we will present the results
and the detailed analysis on the intervalence coupling/com-
munication. In the conclusion we discuss the implication of our
computational study in future experimental studies.

Models and Computational Methods

To study bridge-assisted intervalence electron transfer, we
consider a model with two ferrocene (Fc) units connected by
different structural linkages. Unless specified otherwise, the total
charge of the overall system was set to +1, i.e., with an electron
transferred from the donor state (Fe2+) to the acceptor state
(Fe3+). Various bridge units were considered, including saturated
CsC single bonds, conjugate CdC double bonds, multiple CtC
triple bonds, aromatic rings, and the mixture between some of
them. The size of the bridge unit was systematically varied to

* To whom correspondence should be addressed, haobin@nmsu.edu
(H.B.W.) and schen@chemistry.ucsc.edu (S.W.C.).

† New Mexico State University.
‡ Massachusetts Institute of Technology.
§ Present address: Center for Functional Nanomaterials, Brookhaven

National Laboratory, Upton, NY 11973.
| University of California, Santa Cruz.

J. Phys. Chem. A 2010, 114, 6039–6046 6039

10.1021/jp912049p  2010 American Chemical Society
Published on Web 04/29/2010



study the property of the intervalence transfer versus the distance
between the donor and the acceptor states.

Two computational approaches were used in this work. The
standard density functional theory (DFT) was used to study the
equilibrium properties of the mixed-valence complexes as well
as the characteristics of the corresponding frontier orbitals. The
constrained density functional theory (CDFT)28-34 was employed
to calculate the electronic coupling matrix element (or transfer
integral) for the underlying intervalence transfer.35 The basic
idea of the CDFT approach is to impose an external constraint
via the method of Lagrange multiplier, i.e., adding an effective
potential Vcwc(r) to the Hamiltonian. The resulting ground-state
density satisfies specific density constraints, i.e., ∫wc(r)Fc(r) dr
) Nc, where wc(r) is the operator that defines the property of
interest, e.g., the electronic population, while Nc is the target
value. To study the electron transfer process, this constraint is
naturally defined as the charge difference (∆q) between the two
ferrocenyl groups: ∆q ) -1 for the donor state and ∆q ) +1
for the acceptor state. For a given constraint, our CDFT
method29,30 uses a direct optimization within the usual self-
consistent procedure of DFT to find the minimum energy, the
electronic density (or the Kohn-Sham orbitals), and the
constrained potential (the Lagrange multiplier Vc). The two
different charge constraints then define two (approximate)
diabatic states for the donor and the acceptor in the electron
transfer model and the resulting two-state Hamiltonian matrix.35

After appropriate orthogonalization of the two diabatic states
(in this work the Löwdin orthogonalization36,37 was used), the
electronic coupling matrix element can be readily evaluated.

The DFT calculations were performed using the quantum
chemical program Gaussian 03,38 whereas the CDFT and
electronic coupling calculations were carried out with a modified
version of the quantum chemical program NWCHEM.39 In both
simulations the B3LYP hybrid functional, which includes the
Becke three-parameter exchange40 and the Lee, Yang, and Parr
correction functionals,41 were employed. In most calculations
the LANL2DZ basis sets42 were used in the calculation for the
transition metal Fe, whereas the 6-31G** basis sets43 were used
for other elements such as C, N, O, and H. Full geometric
optimizations were performed in the DFT calculations for most
of the systems, and geometric optimizations were performed in
the CDFT calculations for some systems. In some calculations
the solvent effects were taken into account approximately
by the COSMO approach.44

Results and Discussion

A picture that is often adopted for long-distance electron
transfer is the McConnell’s superexchange mechanism.45 In this
model the effective donor-acceptor electronic coupling is
determined by the orbital overlaps between all the connecting
sites. The role of the bridge linkage is to provide an enhancement
of the transfer matrix element (in comparison with the vacuum)
instead of actual localized states for sequential electron hopping.
In McConnell’s original work, perturbation theory was employed
to evaluate the effective electronic coupling matrix element.
Although this may break down for a strongly coupled mixed-
valence system, many qualitative arguments are still expected
to be valid. For example, delocalization of the frontier orbitals
for the overall system is necessary to facilitate long-distance
electron transfer since it is the direct consequence of the orbital
overlaps between different sites. This favors a bridge structure
with conjugate π bonds. It is expected that the length of the
bridge linkage as well as other properties may also affect the
electronic coupling between the donor and the acceptor sites.
Below we will give a detailed account of all these effects.

Simple Bridge Linkages. To examine the dependence of the
theoretical results on the different basis sets used in the cal-
culations we first carried out DFT calculations for the biferro-
cenyl monocation, FcsCHdCHsFc+. Four different sets of
basis functions were employed: (a) the LANL2DZ basis set for
all elements; (b) a mixed basis set with the LANL2DZ basis
function for Fe and 6-31G** series of basis functions for C
and H; (c) the 6-31G** basis set for all elements; and (d) the
6-311G** basis set for all elements. The qualitative features of
the frontier orbitals are the same for all the basis sets employed,
which suggests that the physical observables of interest in this
paper are not very sensitive to the basis functions employed in
the calculation. A more quantitative comparison is given in
Table 1, where the electronic coupling (Hab) between the donor
and acceptor Fc sites is evaluated using the CDFT approach
with different basis functions. The calculated values are in very
good agreement with each other both in gas phase and in
dichloromethane (CH2Cl2) solutions. This confirms that the use
of different basis functions makes negligible differences for the
properties discussed in this paper. Therefore, in all the results
presented below, we will use the mixed basis set where the
LANL2DZ basis functions are used for transition metals such
as Fe and the 6-31G** basis functions for other elements.

Figure 1 shows the DFT calculated frontier orbitals for nine
mixed-valence model systems (I) FcsFc+, (II) FcsCH2s
CH2sFc+, (III) FcsCHdCHsFc+, (IV) FcsCtCsFc+, (V)
Fc-1,2,3-triazole-Fc+ (in the following we denote 1,2,3-
triazole simply as “triazole”), (VI) Fc-benzene-Fc+, (VII)
Fc-pyrazine-Fc+, (VIII) Fc-pyridine-Fc+, and (IX)
Fc-pyrimidine-Fc+. Full geometry optimizations were carried
out for all the structures. The highest occupied molecular orbitals
(HOMOs) are shown in Figure 1a and the lowest unoccupied
molecular orbitals (LUMOs) in Figure 1b. It can be seen that
the frontier orbitals of the model systems display varied degrees
of delocalization across the entire complexes. The extent of the
delocalization depends rather sensitively on the level of
conjugation of the bridge group. For complex II, where the
bridge structure is a saturated C-C single bond, the frontier
orbitals exhibit little contribution from the bridge. For complex
V the contribution from the nonaromatic bridge is also small.
In sharp contrast, for other complexes with conjugated bridges,
apparent delocalization can be readily seen across the entire
molecules. For some of the model systems the optimized
geometries do not possess Ci symmetry; hence the two ferro-
cenyl groups are not energetically degenerate. This diminishes
delocalization of the MOs across the whole system. On the other
hand, for systems where the two ferrocenyl groups have
approximately the same energy (e.g., VI) the frontier orbitals
delocalize across the entire Fc-bridge-Fc structure.

The delocalization of the frontier orbitals is indicative of an
effective electronic coupling between the donor/acceptor states
via the bridge moiety. From the point of view of diabatic
(resonant states) to adiabatic (molecular eigenstates) transforma-

TABLE 1: Electronic Coupling (Hab) for the
FcsCHdCHsFc+ System

Hab (kcal/mol)

basis gas phase CH2Cl2 solution (COSMO)

LanL2DZ 3.47 1.96
mixeda 3.22 1.90
6-31G** 3.53 2.13
6-311G** 3.46 2.04

a Mixed basis: 6-31G** for C and H atoms; LanL2DZ pseudo-
potential for Fe atoms.
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tion, these frontier orbitals are linear combinations of the HOMO
of the donor site and the LUMOs of the acceptor site and the
bridge linkage. The resulting electron transfer thus proceeds via
the superexchange mechanism, in which the virtual bridge state
provides an effective increase in the coupling element for
electron transfer. Different from other model systems, the bridge
structure in complex II does not possess any conjugated π bond
and is thus more localized. The bridge in complex V contains
π bonds but there is a break in conjugation. Thus, the electronic
couplings for the intervalence transfer is expected to be weaker
for these two model systems than that of the rest of the series.

It should be noted that the conventional DFT method often
tends to exaggerate the delocalization of the frontier orbitals.
Thus, while there is some interpretive value in the pictures of
the frontier orbitals as exemplified in Figure 1, caution must be
taken in relating them to real situations. To have a more
quantitative description of the bridge-assisted intervalence
transfer, we have applied the CDFT approach to evaluate the
electronic couplings (Hab) for all the model systems in Figure
1. The calculated Hab values (in kcal/mol) are listed in Table 2
for the Fc-bridge-Fc+ systems in both gas phase and in CH2Cl2
solution (the latter was modeled by the COSMO approach). The
DFT optimized geometries were used in all the CDFT calcula-
tions. Consistent with the frontier orbital pictures in Figure 1,
the electronic couplings are quite large for all compounds except
for II the FcsCH2sCH2sFc+ system where no π bond is

present in the bridge unit and for V the FcstriazolesFc+ system
where there is a break of conjugation in the bridge linkage.

A more accurate classification can be made according to the
calculated Hab values in CH2Cl2 solution. Three groups of
compounds can be identified. The first group contains the bare
diferrocenyl monocation (complex I) and the compounds with
short conjugated bridge structures such as sCHdCHs (com-
plex III) and sCtCs (complex IV). For these complexes Hab

is all greater than 1 kcal/mol, resulting in significant intervalence
electronic communication. From experimental voltammetric
measurements, complexes FcsFc+, FcsCHdCHsFc+, and
FcsCtCsFc+ all exhibit two distinct oxidation processes22,46,47

in CH2Cl2 (∆E1/2 ) 350 mV46 for FcsFc+, ∆E1/2 ) 160 mV22,47

for FcsCHdCHsFc+, ∆E1/2 ) 140 mV46 for FcsCtCsFc+),
and all have been classified as class II mixed-valence ions. Thus,
our calculations are consistent with the experiment.

The second group contains compounds with large aromatic
ring bridge units, such as complexes VI to IX. The calculated
Hab is ∼1 kcal/mol for these compounds in CH2Cl2, making
them along the borderline between class I and class II
compounds in Robin-Day classification. The relatively weak
electronic communication may thus be difficult to resolve
experimentally. For instance, in voltammetric measurements one
may observe one single pair of broad voltammetric waves,
instead of two pairs of well-defined voltammetric peaks as
manifested with biferrocene (complex I). Indeed, such electro-
chemical responses are typical for aromatic ring-bridged bifer-
rocene derivatives, as found in previous experimental measure-
ments.10

The third group includes compounds II FcsCH2sCH2sFc+

and V Fc-triazole-Fc+. The calculated Hab values for these
two complexes are substantially smaller than the others listed
in Table 2. For compound II, Hab ) 0.37 kcal/mol is the smallest
among the series, indicating that the saturated -CH2-CH2-
bridge unit is not effective to induce electronic communication
despite its short length. The nonaromatic 1,2,3-triazole bridge
in compound V fares slightly better, with Hab ) 0.56 kcal/mol;
yet the extent of electronic communication is still quite low.

Figure 1. (a) HOMO and (b) LUMO topological diagrams for (I) FcsFc+, (II) FcsCH2sCH2sFc+, (III) FcsCHdCHsFc+, (IV) FcsCtCsFc+,
(V) Fc-triazole-Fc+, (VI) Fc-benzene-Fc+, (VII) Fc-pyrazine-Fc+, (VIII) Fc-pyridine-Fc+, and (IX) Fc-pyrimidine-Fc+.

TABLE 2: Hab for Different FcsbridgesFc+ Systems

Hab (kcal/mol)

compound gas phase CH2Cl2 solution (COSMO)

(I) FcsFc+ 3.26 2.03
(II) FcsCH2sCH2sFc+ 0.88 0.41
(III) FcsCHdCHsFc+ 3.22 1.90
(IV) FcsCtCsFc+ 2.82 1.69
(V) Fc-triazole-Fc+ 1.82 0.56
(VI) Fc-benzene-Fc+ 1.99 1.08
(VII) Fc-pyrazine-Fc+ 1.78 0.94
(VIII) Fc-pyridine-Fc+ 1.85 0.99
(IX) Fc-pyrimidine-Fc+ 1.69 0.91
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Thus, it is highly likely that these two compounds belong to
class I in Robin-Day classification. In fact, experimentally,
electrochemical measurements of complex II exhibited only one
pair of voltammetric waves,8 consistent with the computational
results.

Dependence on the Length of the Bridge Structure. Figure
2 shows the DFT calculated frontier orbitals for three types of
model systems, (a) Fc-(CH2sCH2)nsFc+, (b) Fcs(CHdCH)ns
Fc+, and (c) Fcs(CtC)nsFc+, where n is the number of the
repetitive bridge structural units. For the saturated bridge
structure (Figure 2a), the frontier orbitals are mainly localized
in the two ferrocenyl groups. This indicates little overlap
between the donor/acceptor Fc states and the bridge states. As
a result, the electronic couplings between the two ferrocenyl
groups are expected to be small when n becomes large due to
the lack of through-bond communication. This is not surprising,

considering the small Hab value even for FcsCH2sCH2sFc+

with the shortest bridge (Table 2). In contrast, for a conjugated
bridge structure (Figure 2b,c), the frontier orbitals display
delocalization characteristics over the entire system. The bridge
states will thus effectively participate in the overall intervalence
transfer through the superexchange mechanism.

An important point to note is that in Figure 2a the frontier
orbitals split over both Fc centers, which is unphysical for such
a long saturated bridge. This illustrates that the self-interaction
error in DFT may cause incorrect predictions for the ground
state properties. A more quantitative study is provided by the
CDFT calculations, which are summarized in Table 3. It can
be seen that the electronic communication is quite weak for
the bridge structure with saturated C-C bonds, suggesting that
the DFT frontier orbitals in Figure 2a have the wrong behavior.

For the three types of bridge structures listed in Table 3 the
value of Hab in general decreases with increasing bridge length
(n). This is consistent with the common qualitative behavior
for long-range electron transfer. The trend can be more clearly
seen for the Hab values obtained in the CH2Cl2 solution (using
the COSMO approach). The theoretical findings are consistent
with the experiments. For example, based on the experimental
results,46,48,49 the strength of electron communication between
the ferrocenyl groups in Fcs(CtC)nsFc systems was found
to decrease sharply with increasing (CtC)n chain length.
FcsCtCsFc has a significant experimental splitting of the
voltammetric peaks (∆E1/2 ) 140 mV) and has been identified
as a typical class II mixed-valence compound in the Robin-Day
classification.46 At n ) 3, two closely spaced redox peaks (∆E1/2

) 60 mV) were observed in cyclic voltammetric measurement,48

indicating a borderline behavior between class I and class II
characteristics. At n ) 6, only a single oxidation process was
observed,49 signifying a further diminishment of the electronic
coupling. In the previous section we have proposed a scheme
to approximately classify the three types of mixed-valence
compounds based on the calculated Hab values. According to
this classification our CDFT results in Table 3 are in good
agreement with these experimental findings for the
Fcs(CtC)nsFc systems summarized above.

It should be noted that, due to the following reasons, the
decrease of Hab may not necessarily follow the exponential decay
law derived for the long-distance superexchange electron transfer
model. First, the derivation of McConnell’s superexchange
theory is based on the quantum perturbation theory, which may
not be valid for intervalence transfer where strong electronic
coupling is present. Second, McConnell’s model assumes
identical bridge energy levels. If there is some disorder in the

Figure 2. (a) HOMO/LUMO topological diagrams for (I) FcsCH2s
CH2sFc+, (II) Fcs(CH2sCH2)3sFc+, and (III) Fcs(CH2sCH2)6s
Fc+. (b) HOMO/LUMO topological diagrams for (I) FcsCHd
CHsFc+, (II) Fcs(CHdCH)3sFc+, and (III) Fcs(CHdCH)6sFc+.
(c) HOMO/LUMO topological diagrams for (I) FcsCtCsFc+, (II)
Fcs(CtC)3sFc+, and (III) Fcs(CtC)6sFc+.

TABLE 3: Dependence of Hab on the Length of the Bridge
Unit for Different Fc-bridge-Fc+ Systems

Hab (kcal/mol)

Fc-bridge-Fc+ gas phase CH2Cl2 solution (COSMO)

(C-C)n

FcsCH2sCH2sFc+ 0.79 0.37
Fcs(CH2sCH2)3sFc+ 0.15 0.04
Fcs(CH2sCH2)6sFc+ 0.03 0.002

(CdC)n

FcsCHdCHsFc+ 3.22 1.90
Fcs(CHdCH)3sFc+ 3.42 1.76
Fcs(CHdCH)6sFc+ 1.02 0.61

(CtC)n

FcsCtCsFc+ 2.82 1.69
Fcs(CtC)3sFc+ 2.00 0.97
Fcs(CtC)6sFc+ 1.39 0.51
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bridge, it will disrupt the exponential decay. Third, if there is
true delocalization across the bridge, then the coupling does
not have to decay at all.

Table 3 also reveals that for the same number of bridge units
(n) the corresponding Hab values are much larger for the
conjugated bridges, as depicted in parts b and c of Figure 2,
than for the bridges with saturated C-C bonds in Figure 2a,
especially when n is large. This suggests that a certain degree
of conjugation is needed in order to facilitate effective long-
distance electron transfer, which will be further illustrated in
later discussion. From the calculated Hab in Table 3, one may
conclude that Fcs(CH2sCH2)nsFc+ compounds belong to class
I Robin-Day complex (weak electronic communication);
Fcs(CHdCH)nsFc+ belongs to class II complex (intermediate
electronic communication) even for n ) 3; whereas
Fcs(CtC)nsFc+ belongs to class II for n < 3 and shows
borderline class I/II characteristics at n ) 3.

Hybrid Bridge Linkage. In practice more flexible bridge
linkage may be needed for the purpose of designing effective
synthetic routes or enhancing certain physical/chemical proper-
ties of the overall mixed-valence complex. In these situations a
hybrid bridge linkage may be a more preferable choice. Figure
3 shows the HOMO/LUMO diagrams for varied biferrocenyl
derivatives with eight hybrid bridge structures: (I)
FcsCHdCHsCtCsCHdCHsFc+, (II) FcsCHdCHs
benzenesCHdCHsFc+, (III) FcsCHdCHstriazolesCHd
CHdFc+, (IV) FcdCtCdtriazoledCtCdFc+, (V) Fcd
benzenedtriazoledFc+, (VI) FcdbenzenedpyrazinedFc+, (VII)
FcdCH2dCHdCHdCHdCHdCH2dFc+, and (VIII) Fcd
CH2dCH2dCHdCHdCH2dCH2dFc+. In these, the bridge
structures contain two different unsaturated π-bond units, or a
mixture of π-bonds and saturated C-C σ-bonds. Combining
both the HOMO and LUMO diagrams, the frontier orbitals in
complexes I-VI display rather extensive delocalization char-
acteristics, indicating bridge-assisted intervalence transfer. In
contrast, the frontier orbitals for complexes VII and VIII are
mainly localized in the ferrocenyl groups. This suggests that
the corresponding linker is not effective in assisting long-
distance electron transfer with the incorporation of sp3 carbon
spacers.

These findings are largely corroborated in the CDFT calcula-
tions for the electronic coupling, as listed in Table 4. Specifi-
cally, complexes I and II exhibit the largest Hab values (both in
gas phase and in CH2Cl2 solution) among the series due to the
effective conjugation in the bridge structure and the relatively
short length of the bridge, whereas the Hab values for complexes
VII and VIII are the smallest because of the saturated C-C
single bonds in the bridge. The combination of a nonaromatic
triazole ring with other conjugated structural units, as shown
in complexes III, IV, and V, leads to intermediate Hab values.
Interestingly, a comparable Hab was also observed with complex
VI. This is likely caused by the relatively poor π-orbital overlaps
between the two conjugated rings since they are not on the same
plane and has a dihedral angle of 27.5°.

Comparison with Hab Values Obtained from Other Ap-
proximate Approaches. Prior to the availability of the CDFT
method, approximations are often used to extract Hab from the
standard DFT calculations. These approaches are mainly based
on the transformation from diabatic to adiabatic representation
within a two-state model (Figure 4) and the associated relation
obtained between the adiabatic energy gap and the diabatic
electronic coupling.50-53 The most straightforward approach
employs Koopman’s theorem,50,51 where the value of Hab is
simply approximated as one-half of the energy gap between

the highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO). Table 5 lists the Hab

values obtained from such an approximation. Compared with
the values from the CDFT calculations (last column), the Hab

values extracted from this approach are much larger. This
discrepancy is expected and can be attributed to the self-
interaction error present in approximate density functionals,
which tends to overstabilize the delocalized state and artificially
enhance the coupling. It has been previously shown that CDFT

Figure 3. HOMO/LUMO topological diagrams for complexes with
hybrid bridge structures: (I) FcsCHdCHsCtCsCHdCHsFc+, (II)
FcsCHdCHsbenzenesCHdCHsFc+, (III) FcsCHdCHstriazoles
CHdCHsFc+, (IV) FcsCtCstriazolesCtCsFc+, (V) Fcs
benzenestriazolesFc+, (VI) FcsbenzenespyrazinesFc+, (VII)
FcsCH2sCHdCHsCHdCHsCH2sFc+, and (VIII) FcsCH2sCH2s
CHdCHsCH2sCH2sFc+.

TABLE 4: Hab for the FcsbridgesFc Systems with Hybrid
Bridge Linkage

Hab (kcal/mol)

compound
gas

phase COSMO

(I) FcsCHdCHsCtCsCHdCHsFc+ 2.87 1.45
(II) FcsCHdCHsbenzenesCHdCHsFc+ 2.11 0.91
(III) FcCHdCHstriazolesCHdCHsFc+ 1.43 0.42
(IV) FcsCtCstriazolesCtCsFc+ 0.94 0.25
(V) FcsbenzenestriazolesFc+ 0.63 0.21
(VI) FcsbenzenespyrazinesFc+ 1.22 0.49
(VII) FcsCH2sCHdCHsCHdCHsCH2-Fc+ 0.10 0.03
(VIII) FcsCH2sCH2sCHdCHsCH2sCH2sFc+ 0.04 0.01
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gives reliable couplings precisely because it is immune to these
systematic errors.35 We thus conclude that extracting the
electronic coupling solely from the DFT results (using Koop-
man’s theorem) is not a practical approach for these systems.

Strictly speaking, the above DFT/Koopman’s theorem ap-
proach is limited to a symmetric geometry where the donor and
the acceptor states have the same energy, which is only
approximately satisfied for most of the compounds considered
in this paper. With the availability of the CDFT method, it is
also in principle possible to extract the value of Hab from the
energy differences between the diabatic states obtained from
the CDFT calculations and the adiabatic ground state obtained
from the standard unconstrained DFT calculations. If the diabatic
states are assumed to be approximately orthogonal to each other,
the Hab can be estimated as35

where ED and EA are the diabatic state energies for donor and
acceptor, respectively, and E represents the ground state energy
obtained from the unconstrained DFT. More generally, if we
include the overlap S between the two diabatic states and carry
out Löwdin orthogonalization, Hab can be expressed by

Absolute values of Hab obtained from eq 1 and eq 2 are
collected in Table 5. Once again, due to a much increased self-
interaction error for systems with fractional charges, such as
the mixed-valence systems considered in this paper, the DFT
energy is typically much too low and results in a large
overestimation of Hab.35 As we can see from the table, both eq
1 and eq 2 predict couplings that are quite close to Koopman’s
theoremsthe three methods contain essentially the same incor-
rect chemistry. We thus find that all three alternative approaches
are unreliable and only CDFT provides a qualitatively correct
description of the intervalence transfer.

Sensitivity of Hab to the Variation of Nuclear Geometries.
In a diabatic representation the nonadiabatic electronic coupling,
Hab, often varies slowly with respect to the nuclear coordinates.
Thus, many electron transfer theories invoke the Condon
approximation where Hab is assumed to be a constant along the
reaction coordinate (a collective coordinate of all the nuclear
degrees of freedom) and its value is one-half of the adiabatic
energy splitting at the crossing point of the diabatic potential
energy curves (Figure 4). This approximation usually holds in
the regime that is most relevant to the electron transfer process:
from the minima of diabatic states to the crossing point, as well
as nuclear geometries whose energies are reasonably close to
these important configurations (e.g., within several kcal/mol).
The Condon approximation will eventually break down for
nuclear structures with energies much higher, but these are not
relevant to the physical process of electron transfer.

Since the major advantage of the CDFT approach is to find
the (approximate) diabatic states, it is worthwhile to investigate
the validity of the Condon approximation, i.e., the sensitivity
of Hab to the variation of the nuclear geometries. For this purpose
we consider the following representative examples for a few
Fc-bridge-Fc systems: (1) the unoptimized geometries with
energies at least several kcal/mol higher than those of the
optimized geometries; (2) the optimized geometries from the
standard unconstrained DFT calculation (Ci symmetry is also
included for symmetric molecules); and (3) the optimized
charge-localized geometries obtained from the CDFT calcula-
tions, which were obtained by invoking the constraint that one
ferrocene group has one more electron than the other and
performing the geometry optimization under this constraint.
Table 6 lists the corresponding gas-phase and solution-phase
Hab values for several representative molecules at different
geometries. It is obvious that all the Hab values exhibit quite
weak dependence on the nuclear geometries. This suggests that
the diabatic representation that the CDFT calculation gives is
rather robust. The thus obtained electronic coupling varies
slowly with the nuclear configurations and can be approximated
as a constant for the purpose of describing the electron transfer
reaction and electronic communication between the diabatic
states. As a result, the coupling Hab only needs to be evaluated
at some representative nuclear configurations.

Conclusion

In this study both DFT and CDFT methods were employed
to study intervalence transfer in the Fc-bridge-Fc model
system. The DFT method was good at providing a qualitative
description of the delocalization characteristics in frontier
orbitals that are typical in mixed-valence systems. It was,
however, not capable of predicting the strength of electronic
communication and thus could not distinguish class I, II, or III
Robin-Day complexes. Furthermore, the self-interaction error
that exists in most of the functionals made the DFT method
sometimes unreliable because of exaggeration of the extent of
electron delocalization.

In contrast, the CDFT method provided a more quantitative
description of the intervalence transfer by calculating the
electronic coupling between the electron donor and acceptor
states. This offers a direct measure of the level of electronic
communication. Thus, a practical means of classifying the
compounds might be developed by gauging the computational
results with the experimental observations. A good example
presented in this paper is that for compounds with calculated
Hab ∼ 1 kcal/mol in CH2Cl2 their voltammetric response was
found along the borderline of class I/II complexes in Robin-Day

Figure 4. Potential energy curves of one electron transfer reaction in
both diabatic representation (dashed lines) and adiabatic representation
(solid lines). Hab is the electronic coupling matrix element. λ is the
reorganization energy.

|Hab| ) √(E - ED)(E - EA) (1)

|Hab| )
√(E - ED)(E - EA) - S

(E - ED) + (E - EA)

2

1 - S2

(2)
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classification. On the basis of this result, the intervalence
characteristic of unknown compounds might be predicted from
CDFT calculations. That is, CDFT calculation may be a rather
effective way in experimental design and interpretation in the
study of intervalence transfer with novel compounds and
structures.
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TABLE 5: Comparison of Hab Values Obtained from HOMO-LUMO Gap, eq 1, eq 2, and CDFT Calculations for the
Fc-bridge-Fc Systems

compound Hab from HOMO-LUMO gap Hab from eq 1 Hab from eq 2 Hab from CDFT

FcsFc+ 16.6 6.0 6.8 3.26
FcsCH2sCH2sFc+ 5.5 2.4 2.4 0.88
FcsCHdCHsFc+ 14.4 12.6 13.8 3.22
FcsCtCsFc+ 12.9 11.6 12.5 2.82
FcstriazolesFc+ 14.2 12.7 13.7 1.82
FcsbenzenesFc+ 12.3 8.7 9.1 1.99
FcspyrazinesFc+ 14.1 5.0 5.3 1.78
FcspyridinesFc+ 13.4 9.2 9.6 1.85
FcspyrimidinesFc+ 11.8 4.0 4.2 1.69
Fcs(CH2sCH2)3sFc+ 2.8 13.1 13.3 0.15
Fcs(CH2sCH2)6sFc+ 1.7 13.9 13.9 0.03
Fcs(CHdCH)3sFc+ 13.6 20.2 18.9 3.42
Fcs(CHdCH)6sFc+ 14.2 19.4 21.5 1.02
Fcs(CtC)3sFc+ 14.4 7.2 7.6 2.00
Fc-(CtC)6-Fc+ 8.8 11.7 12.1 1.39
FcsCHdCHsCtCsCHdCHsFc+ 11.6 12.6 13.5 2.87
FcsCHdCHsbenzenesCHdCHsFc+ 12.1 12.1 12.8 2.11
FcsCHdCHstriazolesCHdCHsFc+ 9.9 11.3 11.8 1.43
FcsCtCstriazolesCtCsFc+ 7.4 9.8 10.1 0.94
FcsbenzenestriazolesFc+ 6.3 2.9 3.0 0.63
FcsbenzenespyrazinesFc+ 8.6 9.6 9.8 1.22
FcsCH2sCHdCHsCHdCHsCH2sFc+ 2.8 5.6 5.6 0.10
FcsCH2sCH2sCHdCHsCH2sCH2sFc+ 2.6 6.1 6.1 0.04

TABLE 6: Structural Dependence of Hab
a

Hab (kcal/mol)

compound geometry relative energy (kcal/mol) gas phase CH2Cl2 solution (COSMO)

FcsCH2sCH2sFc+ unoptimized geometry 1 5.5 0.79 0.37
DFT optimized (Ci symmetry) 1.6 0.69 0.32
DFT optimized (no symmetry) 0 0.88 0.41
CDFT optimized (donor) 1.4 0.60 0.29

FcsFc+ unoptimized geometry 1 36.7 3.30 2.20
DFT optimized (Ci symmetry) 0.01 3.23 2.17
DFT optimized (no symmetry) 0 3.26 2.03
CDFT optimized (donor) 7.5 2.56 1.69

FcsCHdCHsFc+ unoptimized geometry 1 13.3 1.58 0.81
unoptimized geometry 2 5.5 2.01 1.06
DFT optimized (Ci symmetry) 0.9 2.38 1.39
DFT optimized (no symmetry) 0 3.22 1.90
CDFT optimized (donor) 1.0 2.34 1.38
CDFT optimized (acceptor) 0.9 2.48 1.47

FcsbenzenesFc+ unoptimized geometry 1 3.8 1.79 0.96
unoptimized geometry 2 2.8 1.89 1.03
DFT optimized (Ci symmetry) 1.0 2.09 1.15
DFT optimized (no symmetry) 0 1.99 1.08
CDFT optimized (donor) 0.6 1.73 0.90
CDFT optimized (acceptor) 0.6 1.73 0.93

FcspyridinesFc+ DFT optimized (no symmetry) 0 1.85 0.99
CDFT optimized (donor) 3.7 1.24 0.65
CDFT optimized (acceptor) 3.1 1.32 0.70

Fcs(CHdCH)3sFc+ unoptimized geometry 1 7.8 3.86 1.81
DFT optimized (Ci symmetry) 0.1 3.68 1.63
DFT optimized (no symmetry) 0 3.42 1.76
CDFT optimized (donor) 1.4 2.27 0.76

FcsbenzenespyrazinesFc+ unoptimized geometry 1 4.2 1.15 0.46
DFT optimized (no symmetry) 0 1.22 0.49
CDFT optimized (donor) 0.6 0.90 0.36
CDFT optimized (acceptor) 1.7 0.89 0.36

a For each molecule, the energy of DFT optimized geometry (with C1 symmetry) is set to be the reference.
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